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When political scientists present empirical results, they are much more likely to use tables than graphs, despite the fact that graphs
greatly increases the clarity of presentation and makes it easier for a reader to understand the data being used and to draw clear and
correct inferences. Using a sample of leading journals, we document this tendency and suggest reasons why researchers prefer tables.
We argue that the extra work required in producing graphs is rewarded by greatly enhanced presentation and communication of
empirical results. We illustrate their benefits by turning several published tables into graphs, including tables that present descriptive
data and regression results. We show that regression graphs emphasize point estimates and confidence intervals and that they can
successfully present the results of regression models. A move away from tables towards graphs would improve the discipline’s com-
municative output and make empirical findings more accessible to every type of audience.

W
hile political science is a diverse field whose prac-
titioners employ a variety of methodologies and
tools, a significant portion of the discipline’s out-

put includes the study of data and drawing inferences
from statistical analyses. As such, the conclusions one draws
from political science papers, books, and presentations
often hinge on the successful communication of the data
a researcher is using and the inferences she is drawing
from them. Yet, much more often than not, political sci-
entists choose to present empirical results in the form of
tables rather than using graphical displays, a tendency that
weakens the clarity of presentation and makes it more
difficult for a reader to draw clear and correct inferences.

In this paper we seek to highlight the discipline’s reli-
ance on tables and to offer suggestions for how to use
graphs instead of tables to improve the presentation of
empirical results. Six years ago, King et al.’s influential
paper urged social scientists to present quantities of inter-
est rather than parameter estimates from statistical analy-

ses.1 Our paper follows up on this effort. We seek to move
beyond what researchers should communicate to their audi-
ence by offering suggestions on how they should do so.2

Other scholars have made similar recommendations.3

But, as we show, political scientists are not heeding the
advice to use graphs.4 Following the example of Gelman
et al., we went through every article from five issues of
three leading political science journals—the February and
May 2006 American Political Science Review, the July 2006
American Journal of Political Science and the Winter and
Spring 2006 issues of Political Analysis5—and counted the
number of tables and graphs presented in each.6 We also
analyzed the basic characteristics and purpose of each
table and graph to get a sense of how researchers use them
to communicate empirical results.

This undertaking led to two main conclusions. First,
political scientists rely on tables far more than graphs—
twice as often, in fact. Second, tables are used mainly to
present data summaries and the results of regression mod-
els. Indeed, tables presenting parameter estimates and stan-
dard errors comprised about 50 percent of the tables in
our sample. In addition, we found that political scientists
never use graphs to present regression results.

Our goal in this paper is to demonstrate directly how
researchers can use graphs to improve the quality of empir-
ical presentations. Unlike previous attempts to promote
the use of graphs, we devote a significant portion of our
analysis to showing how graphs can greatly improve the
communication of regression results, which are almost
always presented in tables whose features can strain even
the most seasoned journal reader. Rather than presenting
an abstract review of the benefits of graphs, we take a
sample of tables from the various journal issues and turn
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them into graphs, showing that it is possible and desirable
to do so for any table that presents numeric information,
including data summaries and parameter estimates. We
show that graphs better communicate relevant informa-
tion from both data summaries and regression models,
including comparing values across variables or models and
the sign and significance of predictors. We argue that while
graphs are almost never used to present regression results,
the benefits from doing so are significant. In particular,
graphs are superior at displaying confidence intervals for
parameter estimates (and thus their uncertainty) and for
making comparisons across models. We believe that schol-
ars who follow our advice will both understand their data
better and present their empirical results more clearly to
their audience, thereby increasing the value and impact of
their research.

The Use of Tables versus Graphs in
Political Science
Before presenting examples of using graphs instead of tables,
it is useful to examine when and how political scientists
currently use each. The five issues we looked at contained
52 articles, 40 of which presented at least one table or
graph. These 40 articles contained 150 tables and 89 graphs,
a roughly 2-to-1 ratio.7 To understand the motivation of
political scientists in presenting empirical results, we coded

the type of information conveyed by each, such as sum-
mary statistics, parameter estimates, and uncertainty, and
predicted values. Figure 1 presents both the frequency
with which each type of information appears (in either
tabular or graphical form), along with the percentage of
graphs that are used within each category. (More detailed
information on our coding can be found in the caption.)

The most striking findings center around the presenta-
tion of regression results, which comprise more than 30
percent of all tables and graphs combined. We find that
more than half the tables in our sample were used to present
such results—that is, point estimates and uncertainty, usu-
ally accompanied by some combination of asterisks, bold
typeface, or letters to indicate statistical significance.8 In
addition, not a single graph presented in the five issues we
studied communicated regression results. Clearly political
scientists are of the belief that tables are the most effective
way—it seems, in fact, the only way—to present point
estimates and uncertainty.

We turn next to summary statistics, which include quan-
tities suchasmeans, standarddeviations, and frequency sum-
maries. These types of statistics comprised 32 percent of all
the graphs and tables in our sample, or roughly the same
percentage as regression results. Given that the traditional
use of statistical graphics focuses on data summaries,9

we might expect researchers to use graphs frequently to

Figure 1
Tables and graphs in political science journals.

The left graph depicts the percentage of all graphs and tables presented in five political science
journals that fall into the categories on the y-axis (i.e., the number of graphs and tables that fall into
each category divided by the total number of tables and graphs); the right graph depicts the
percentage of graphs within each category (i.e., the number of graphs in each category divided by
the total number of tables and graphs in the respective category). “Estimates and uncertainties”
include such quantities as regression coefficients and standard errors; “Summary statistics” include
descriptive statistics like means and standard deviations; “Predicted values” include post-regression
estimations such as changes in predicted probabilities; “Non-numeric” includes any information that
is not quantitative; “Mathematical” generally includes figures from formal models; finally, “other” is a
residual category. The plots show that summary stats and estimates and uncertainties comprise the
majority of graphical and tabular presentation—while the former are sometimes displayed graphically
(about 40% of the time in our sample), the latter are always displayed as tables.
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present summary statistics. Nevertheless, the authors in our
sample did so only about 40 percent of the time, choosing
to use tables more often than not.

On the other hand, our results show that political scien-
tists overwhelmingly use graphs to present post-estimation
results, such as predicted probabilities. While the reasons
for this contrast are unclear, it appears that researchers are
comfortable presenting these quantities in graphical form.

Nevertheless, the results are unambiguous: political sci-
entists are far more likely to use tables than graphs, except
when presenting post-estimation results. And they never
(at least in our sample) use graphs when presenting regres-
sion results.

Why Tables?
It is not difficult to discern why researchers choose to
present empirical results using tables. Compared to graphs,
tables are much easier to produce. In fact, it is often pos-
sible to convert statistical output automatically into a
typeset-quality table using a single command.10 In addi-
tion, tables are standard in teaching, presentation, and
publishing, thereby providing incentives for scholars to
continue producing them. Finally, since tables communi-
cate precise numbers, they are valuable for aiding replica-
tion studies (a point we return to in our conclusion).

At the same time, it is easy to understand why research-
ers are reluctant to use graphs. For one, it simply takes
more work to produce graphs. With current software,
greater knowledge of the nuances of the statistical/graphical
packages is needed to produce effective graphs.11 More
importantly, creating informative statistical graphs involves
repeated iterations, trial-and-error and much thought about
both the deeper issue of what message the researcher is
trying to convey and the practical issue of producing a
graph that effectively communicates that message. This
process can be quite time-consuming; simply put, it takes
much greater effort to produce a quality graph than a
table.12

Another reason why researchers hesitate to use graphs may
be their belief that it is simply not feasible to present certain
information graphically. Relatedly, some may believe that
graphs take up much more space than tables. Both of these
concerns are likely to be paramount particularly with respect
to regression tables, which can include multiple models that
may involve various combinations of variables, observa-
tions, and estimation techniques. Researchers may believe
it impossible to present results from regressions graphically.

Why Graphs?
We argue, however, that the costs of producing graphs are
outweighed by the benefits, and many of the concerns
regarding their production are either overstated or mis-
guided altogether. While producing graphs does require
greater effort, the very process of graph creation is one of

the main benefits of using graphs instead of tables in that
it provides incentives for the researcher to present the results
more directly and cleanly. Like Gelman et al., we strug-
gled with several versions of each graph presented in this
paper before settling on the versions that appear.13 While
at times frustrating, the iterative process forced us to care-
fully consider our communications goals and the means
of accomplishing them with each graph. Such iteration, of
course, is not needed with tables. Thus, the very strength
of tables (their ease of production) can also be seen as a
weakness.

In addition, concerns about the infeasibility of graphs
when presenting certain numeric summaries and about
the size of graphs relative to tables are unwarranted. As we
illustrate, it is not only possible to present regression
results—including multiple specifications—in graphical
form, but it is desirable as well. In addition, most of our
graphs take up no more room than the tables they replace,
including regression tables. And for those that do, we
believe the benefit of graphical presentation outweighs the
cost of greater size.

Once performed, the extra work put into producing
graphs can reap large benefits in communicating empiri-
cal results. Extensive experimental research has shown that
when the presentation goal is comparison (as opposed to
communicating exact values, for which tables are supe-
rior), good statistical graphs consistently outperform
tables.14 Our goal in this paper is not to add to the volu-
minous literature systematically investigating the virtues
of graphs versus tables. Rather, our approach is practical;
we take a sample of representative tables from political
science journals, present them graphically, and then qual-
itatively compare the two. We believe that these examples
illustrate that graphs are simply better devices than tables
for making comparisons, which is almost always the goal
when presenting data and empirical results. And for those
who are convinced, we have created a web site (www.
tables2graphs.com) that contains complete replication code
for producing our graphs, which can help researchers turn
their tables into graphs.

Using Graphs Instead of Tables:
Descriptive Statistics
We begin our conversion of tables into graphs by analyz-
ing tables with descriptive statistics. Although most of the
literature on statistical graphics deals with exploratory data
analysis and descriptive statistics, political scientists still
choose more often than not to present such information
in the form of tables (64 percent of the time in our sam-
ple, as seen in figure 1).

When assessing the use of graphs or tables, it is useful
to consider why researchers might present descriptive sta-
tistics. If the goal is to facilitate replication, and hence
allow follow-up researchers to be confident that they are
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using the same data as the original analysis, then tables are
indeed superior. But if the goal is to give an audience a
sense of the data in order to lay a foundation for sub-
sequent statistical analyses, then we believe that graphing
descriptive statistics is a superior choice. For one, graphs
allow for easy comparison of variables, which can be impor-
tant for assessing regression analyses. Graphs, as we dem-
onstrate, also make it much easier to compare variables
across two or more settings, such as different time periods,
institutions and countries. Finally, graphs of descriptive
statistics also provide a better summary of the distribution
of variables.

Using a Mosaic Plot to Present Cross Tabulations
We begin with a table presented in Iversen and Soskice,
whose study of redistribution in advanced democracies
includes nine tables, seven of which present numerical
information.15 Of these, five present descriptive statistics
and two present regression results. It is commendable that
the authors chose to present in detail much of the data
used; notably, however, they chose not to use a single
graph in their article.

Their first table (reproduced in our table 1) presents a
cross tabulation of electoral systems and government par-
tisanship for a sample of advanced democracies. The key
comparison here is whether majoritarian electoral systems
are more likely to feature right governments and propor-
tional representation systems are more likely to feature left
governments, a comparison presented in numeric form in
the last column. The raw numbers that go into this com-
parison are presented in the main columns. Although the
information in this 2-by-2 table is relatively easy to digest,
we think that the same information can be more clearly and
succinctly presented by using a mosaic plot, a type of graph
that is specifically designed to represent contingency
tables graphically.16 The top plot depicts the relationship
between electoral system and partisanship of government,
while the bottom plot depicts how often countries featured
center-left governments at least 50 percent of the time,

Table 1
Iversen and Soskice 2006, table 1:
Electoral system and the number of years
with left and right governments (1945–98)

Government Partisanship

Left Right

Proportion
of Right

Governments

Electoral Proportional 342 120 .26
system (8) (1)

Majoritarian 86 256 .75
(0) (8)

Figure 2
Using a Mosaic Plot to Present Cross
Tabulations.

Table 1 from Iversen and Soskice (2006) displays a cross-
tabulation of electoral systems and government partisan-
ship. We turn the table into a two-dimensional mosaic
plot. The top plot depicts the relationship between elec-
toral system and partisanship of government, while the bot-
tom plot depicts how often countries featured center-left
governments at least 50% of the time, broken down by their
electoral systems (defined as an “overweight” in the text
of the paper), also across proportional and majoritarian sys-
tems. A key feature of the mosaic plot is that the area of
each rectangle is proportional to the number of observa-
tions that fall within their respective contingencies. The
mosaic plot clearly displays the key comparisons while retain-
ing the actual counts. Titles above each graph make it
clear to the reader what is being compared, unlike in the
table.
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broken down by their electoral systems. A key feature of the
mosaic plot (in contrast to a standard bar plot, for example)
is that the area of each rectangle is proportional to the num-
ber of observations that fall within their respective contin-
gencies. Thus, the larger width of the rectangles under
proportional systems indicates that the majority of coun-
tries in the sample have such systems.

The first thing to note about the graph is that the main
comparison the authors are attempting to make immedi-
ately stands out, as the graph shows that proportional
systems are significantly more likely to produce left gov-
ernments, and that nearly every country with a propor-
tional system featured center-left governments more than
50 percent of the time from 1945–1998 (defined as an
“overweight” in their paper), while no countries with a
majoritarian system featured center-left governments more
than 50 percent of the time. We add the raw counts from
each category inside the rectangles; the use of a mosaic
plot allows us to combine the best feature of a table—its
ability to convey exact numbers—with the comparative
virtues of a graph. While actual values are frequently not
of interest (and hence do not need to be displayed in a
graph), the inclusion of counts here alerts the reader that
small samples are involved in the calculation of countries
with an overweight of left countries without either adding
unnecessary clutter to the graph or increasing its size.
Finally, the titles above each plot make it clear what is
being plotted, while one has to read the actual text in the
original article to understand the table.

This example illustrates that even simple and easy-to-
read tables can be improved through graphical presenta-
tion. As the complexity of a table grows, the gains from
graphical communication will only increase. Indeed, mosaic
plots can easily be extended to display multidimensional
contingency relationships.17

Using a Dot Plot to Present Means
and Standard Deviations
Another common type of table is one presenting descrip-
tive statistics about central tendencies (e.g., means) and
variation (e.g., standard deviations). As we discuss below,
presenting only means and standard deviations (along with
minimums and maximums) may not be the best choice,
depending on the nature of the variables involved. How-
ever, even when they are sufficient, it can be difficult to
make comparisons across variables and to inspect the dis-
tribution of individual variables when data is presented
tabularly. Graphs, on the other hand, accomplish both
goals.

As an example, we turn to Table 1, panel A, from
McClurg (reproduced in our table 2), which presents sum-
mary statistics from his study of the relationship between
social networks and political participation.18 We trans-
form the table into a modified dot plot, which is very well
suited for presenting descriptive information.19 We use a
single plot, taking advantage of the fact that the scales of
all variables are similar. The dots depict the means of each
variable, the solid line extends from the mean minus one
to the mean plus one standard deviation, and the dashed
line extends from the minimum to the maximum of each
variable. Rather than ordering the variables randomly or
alphabetically, we order them by their mean values, in
descending order, which eases comparison of variables.20

Because the number of respondents covered under each
variable is not a feature of the variables themselves, we

Table 2
McClurg 2006, table 1 (panel A): The
political character of social networks

Mean
Standard
Deviation Min Max N

Panel A: Descriptive Statistics
Sizea 3.13 1.49 1 5 1260
Political Talk 1.82 0.61 0 3 1253
Political

Agreement
0.43 0.41 0 1 1154

Political
Knowledge

1.22 0.42 0 2 1220

Notes: This table provides descriptive statistics for the political
character of the social networks as perceived by respondents.
aWhen respondents who report having no network are included
the mean of this variable drops to 2.57 with a standard
deviation 1.81 (n = 1537).

Figure 3
Using a Single Dot Plot to Present Summary
Statistics.

Table 1 (panel A) from McClurg (2006) presents descriptive sta-
tistics from his study of social networks. We turn it into a graph
by using a single dot plot, taking advantage of the fact that the
scales of all variables are similar. The dots depict the means
of each variable, the solid line extends from the mean minus one stan-
dard deviation to the mean plus one deviation, and the dashed
line extends from the minimum to the maximum of each variable.
The number of respondents covered under each variable is
given under the y-axis labels. The variables are ordered accord-
ing to their mean values, in descending order. The graph allows
for easy lookup and comparison of the means, while the lines visu-
ally depict the distribution of each variable.
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note them under the labels on the y-axis (if we were inter-
ested in comparing sample sizes across variables, we could
either include a separate graph or make the area of the
dots proportional to sample size). The benefits of the graph
are apparent: the dots allow for easy lookup and compar-
ison of the means, while the lines visually depict the dis-
tribution of each variable. For example, the graph reveals
that political talk is right-skewed, which is not easily con-
cluded from the table.

Using Dot Plots and Violin Plots to Present
Distributions of Variables with Differing Scales
In many instances, it will be worthwhile to go beyond
simple descriptions of variables and present more com-
plete summaries of distributions. As Cleveland and McGill
note, “Graphing means and sample standard deviations,
the most commonly used graphical method for conveying
the distributions of groups of measurements, is frequently
a poor method. We cannot expect to reduce distributions
to two numbers and succeed in capturing the widely var-
ied behavior that data sets in science can have.”21

For an example of when it is useful to depict fuller
representations of variables, we turn to table 2 of Kaplan
et al. (reproduced in our table 3), which displays sum-
mary statistics from their analysis of issue convergence
and campaign competitiveness.22 This table presents a chal-
lenge for graphical representation that did not arise in the
previous example: the scales of the variables differ dramat-
ically. A quick check of the table reveals that the mean,
variance, and maxima differ significantly across variables;
the mean issue convergence and percent negative ads, for
example, are much higher than the other variables. Includ-
ing all the variables in a single graph would result in severe
compression in a majority of the variables, rendering the
graph uninformative.

Scale difference is likely to occur in many datasets, and
such situations will require the analyst to be creative about
the best way to present her data. We suggest two options,
the first of which we pursue here. Instead of using a single
graph, we decided to group similar variables and present
separate graphs for each group, allowing for comparisons
within each graph.

There are three main categories of variables in Kaplan
et al.’s table 2: binary variables, those measured in mil-
lions, and those measured in percents (including issue con-
vergence, which is defined as the percentage of combined
attention that Democratic and Republican candidates give
to a particular issue). Since competitiveness and issue salience
do not fall into any of these categories, we group them
with similarly distributed variables.

We begin the construction of our graph, presented in
figure 4, by considering what type of display is best suited
for each group of variables. Because binary variables can
take on only two values, their distribution is fully charac-

terized by their means and sample size. Accordingly, in the
top panel, we plot the means of the binary variables, order-
ing the variables in descending order and placing sample
size in the y-axis labels. (We use diamonds to distinguish
them from the median values plotted in the two panels
below.) This allows for clear comparison of how often
each variable is coded as “1.”

We next consider the variables measured in percents
and those measured in millions. While on different scales,
both sets of variables are continuous. A range of options
exist for graphing the distribution of continuous vari-
ables, including histograms, kernel density plots, and box-
plots.23 A recent graphical innovation called the “violin
plot” combines the virtues of the latter two by overlaying
a density trace onto the structure of a box plot.24 The
resulting plot presents both central tendencies and detailed
information on the distribution of variables, including
whether they are skewed and the presence of outliers. For
each set of variables, we present a panel including violin
plots for each variable. The center of each violin plot gives
information similar to that presented in a traditional box-
plot: the points depict median values, the white boxes
connect the 25th and 75th percentiles and the thin black
lines connect the lower adjacent value to the upper adja-
cent value, which help identify skewness or the presence
of outliers or both.25 The shaded area depicts a density
trace of each variable, which is plotted symmetrically above
and below the horizontal box plot in order to aid visual-
ization. As with a kernel density plot, a hill distribution
(such as “State Voting Age Pop.” in figure 4) indicates
normality, while a rectangle distribution (such as “Com-
petitiveness”) indicates a more uniform distribution.

The violin plots reveal several characteristics of the
data that are not apparent from the table. First, many of
the variables exhibit substantial skewness. For instance,
while the median of both “Issue Convergence” and “Issue
Salience” are 0, their tails extend well to the right. In
addition, the presence of observations well beyond the
upper adjacent values of “Total Spending/Capita” and
“Difference Spending/Capita” indicates the existence of
outliers (indeed, there is only one observation of the
latter that is greater than four).

These are details that one would be hard-pressed to
glean from a table, even one that went beyond reporting
only means and standard deviations. Greater understand-
ing of distributions can aid researchers as they move from
exploratory data analysis to model fitting. And, as these
violin plots illustrate, they can increase the reader’s under-
standing of the data that is presented and analyzed.

Using an Advanced Dot Plot to Present Multiple
Comparisons
The second option for graphing descriptive plots of vari-
ables with different scales is to alter the scales themselves.
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We illustrate this option by converting table 2 from
Schwindt-Bayer’s study of the attitudes and bill initiation
behavior of female legislators in Latin America (repro-
duced in our table 4) into a graph.26 Most of the rows of
the table are devoted to displaying the number of bills
introduced by lawmakers in four Latin American legisla-
tive chambers across two time periods (which vary by cham-
ber). While the text of the paper does not explicitly state
what comparisons the reader should draw from the table,
there are three main comparisons one could make: across
issue areas, across countries, and across time periods. The
structure of the table, however, only allows for easy com-
parison of issue areas—for a single country and a single
time period. The use of absolute counts for the number of
bills introduced in each issue area instead of percentages
hinders cross-column comparisons (i.e. across countries
and time periods). Using percentages would improve the
presentation, but would still place the burden on the reader
to find patterns in the data.

Instead, we turn the table into an advanced dot plot,
presented in figure 5. We begin by converting the counts
of each bill introduced in each issue area into a propor-
tion, with the total number of bills initiated serving as the
denominator. For each chamber and for each issue area,
we present the proportions for both the first and second
time periods using different symbols: open circles for the
first period, “�”s for the second. (Because the “number of
legislators who sponsored at least one bill” and the “total
number of bills initiated” seem tangential to the table, we
include them only as counts under the name of each coun-
try or chamber in the panel strips.) One option, of course,
would be simply to scale the x-axes on a linear proportion
scale, ranging from 0 to 1; this, however, would mask

differences among several issue areas for which relatively
few bills were introduced.27 Instead, we follow the advice
of Cleveland and scale the x-axes on the log 2 scale, and
provide for easy lookup by placing tick mark labels at
both the top and bottom of the graph.28 Given this scal-
ing, each tick mark (indicated vertically by the solid gray
lines) represents a proportion double that of the tick mark

Table 3
Kaplan et al. 2006, table 2: Descriptive
statistics of campaign and issue-level
variables

Variable N Mean SD Min Max

Issue Convergence 982 24.85 34.73 0.00 99.98
Competitiveness

(CQ Ranking)
65 1.54 1.2 0.00 3

Total Spending/
Capita (millions)

65 3.47 2.71 0.28 13.39

Difference Spending/
Capita (millions)

65 1.12 1.32 0.03 9.26

State Voting Age Pop.
(millions-ln)

65 1.2 0.85 −0.65 3.13

Percent Negative Ads 65 21.38 16.84 0.00 54.96
2000 Year (binary) 65 0.38 0.49 0.00 1
2002 Year (binary) 65 0.32 0.47 0.00 1
Consensual Issue

(binary)
43 0.28 0.45 0.00 1

Issue Owned (binary) 43 0.49 0.51 0.00 1
Issue Salience 43 2.86 6.38 0.00 35.63

Figure 4
Using a Dot Plot and Violin Plots to Present
Summary Statistics.

Table 2 from Kaplan, Park and Ridout (2006) presents summary
statistics from their study of issue convergence and campaign
competitiveness. We group similar variables and present sepa-
rate graphs for each group, allowing for comparisons within
each graph and greater understanding of variable distributions.
The top graph plot the means of the binary variables, ordering the
variable in descending order and placing sample size in the
y-axis labels. For percentage variables and variables measured
in millions, we present individual violin plots of each variable.
The points depict median values, the white boxes connect the 25th
and 75th percentiles and the thin black lines connect the lower adja-
cent value to the upper adjacent value. The shaded area depicts
a density trace, plotted symmetrically above and below the hori-
zontal box plot. The violin plots clearly depict the distribution
of each variable and allow for the detection of skewness and
outliers.
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Table 4
Schwindt-Bayer 2006, table 2: Number of bills sponsored in each thematic area

Argentina Colombia-Chamber Colombia-Senate Costa Rica

1995 1999 1994–1998 1998–2002 1994–1998 1998–2002 1994–1998 1998–2002 Total

Number of legislators who
sponsored at least one bill

246 257 139 165 87 94 57 57 1102

Women’s Issues 33 30 23 9 16 18 23 35 187
Children/Family 28 40 13 7 22 9 25 27 171
Education 44 66 67 72 42 29 56 75 451
Health 27 51 13 14 13 5 16 33 172
Economics 208 305 74 80 113 65 120 160 1125
Agriculture 28 49 23 18 22 19 34 38 231
Fiscal Affairs 45 61 11 17 21 13 27 51 246
Other Bills 567 901 405 406 371 356 628 764 4398
Total number of bills initiated 980 1503 629 623 620 514 929 1183 6981

Note: “Other Bills” include all bills that do not fall into the seven thematic areas. This would include bills related to public
administration, the environment, foreign affairs, culture, and public welfare, among others.

Figure 5
Using an Advanced Dot Plots to Present Proportions.

Table 2 from Schwindt-Bayer (2006) presents counts of the type of
bills initiated in four Latin American legislative chambers in two
time periods each. We turn the table into a graph that allows for com-
parisons across time periods, chambers and issue areas. For
each country or chamber, the “o’s” indicate the percentage of all ini-
tiated bills pertaining to the issue area listed on the y-axis in the
first period, while the “+’s” indicate the percentages from the sec-
ond period. The grey strips indicate the country or chamber ana-
lyzed in the panel immediately below, along with the relevant time
periods. For each period, the first count in parentheses gives the num-
ber of legislators who sponsored at least one bill, while the sec-
ond count gives the total number of bills initiated. We scale the x-axis
on the log 2 scale: each tick mark is double the percentage of
the tick mark to its left.

to the left. Looking at the Colombia Senate, for example,
we can see that the proportion of bills related to health
issues declined by half from the 1994–1998 period to the
1998–2002 period. We can also compare easily across issue
areas: in Argentina in 1999, for example, it is easy to see
that twice as many fiscal affairs bills were introduced as
women’s issues bills.

The graph thus allows for all three types of compari-
sons. The use of dual symbols allows for easy comparison
both across time periods within a given issue area and
across issue areas within a single time period. The graph
also facilitates cross-legislature comparison by placing all
plots in a single column; by reading vertically down the
graph, for example, we can see that proportionally more
bills pertaining to women’s issues were introduced in the
Colombia Senate than the Colombia Chamber from 1998–
2002. This plot, from the choice of scaling to the tool we
utilized, follows the principles outlined in Cleveland,
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showcasing the ability of Trellis plots to allow compari-
sons within and across panels.29 The technique of using
several smaller graphs instead of one big graph—coined
“small multiples” by Tufte—can greatly enhance the pre-
sentation of data and empirical results in a wide range of
situations.30

In summary, we believe that these examples demon-
strate the benefits of graphing descriptive statistics. Of
course, there are many other types of descriptive data sum-
maries, such as correlation matrices and time series, that
will require different graphing strategies.31 Our purpose is
not to exhaust all of these, but to illustrate how descrip-
tive tables can be turned into graphs with great benefit.

Using Graphs Instead of Tables:
Regression Analyses
On Regression Tables and Confidence Intervals
Regression tables are meant to communicate two essential
quantities: point estimates (coefficients) and uncertainty
estimates (usually in the form of standard errors, confi-
dence intervals, or null hypothesis tests). In our sample,
74% of the regression tables presented standard errors,
usually supplemented by asterisks labeling coefficients that
have attained conventional levels of statistical signifi-
cance. Thus, tables typically seek to draw attention to
coefficients that are significant at the p � .01, p � .05 or
p � .10 levels.

This tendency likely stems from the discipline’s reliance
on null hypothesis significance testing in conducting regres-

sion analyses. Articles in fields as diverse as wildlife man-
agement, psychology, medicine, statistics, forecasting, and
political science argue that null hypothesis significance
testing and reliance on p-values can lead to serious mis-
takes in statistical inference.32 These articles suggest sub-
stituting confidence intervals for p-values and significance
testing when presenting regression results.

These criticisms notwithstanding, it is likely that polit-
ical scientists will continue to rely on null hypothesis sig-
nificance testing. Given this reality, can graphs improve
on standard regression tables? We believe the answer is
yes, due to the simple fact that graphs of point estimates
and confidence intervals can communicate the same infor-
mation as standard regression tables while adding the vir-
tues of emphasizing effect size and easy comparison of
coefficients. A confidence interval effectively presents the
same information as a null hypothesis significance test; for
example, a 95 percent confidence interval that does not
include the null hypothesis (typically zero) is equivalent
to a coefficient being statistically significant at p � .05.33

In addition, “confidence intervals have a great virtue: as
the sample size increases the size of the interval decreases,
correctly expressing our increased certainty about the
parameter of interest.”34

Of course, it is possible to present confidence intervals
in regression tables.35 Notably, however, none of the
tables in our sample featured confidence intervals. While
the discipline’s reliance on null hypothesis testing is per-
haps the main cause of this tendency, the practicality of

Table 5
Ansolabehere and Konisky (2006), table 4: Registration effects on turnout in New York and
Ohio counties, fixed effects model, 1954–2000

Dependent Variable = County-Level Turnout

Full
Sample

(1)

Excluding
counties
w/ partial

registration
(2)

Full sample
w/ state-year

dummies
(3)

Full
Sample

(4)

Excluding
Counties
w/ partial

registration
(5)

Full
sample

w/ state-year
Dummies

(6)

% of county registration −0.039** −0.036** −0.051** −0.037** −0.034** −0.050**
(0.003) (0.003) (0.003) (0.003) (0.003) (0.003)

Law change −0.020** −0.018** −0.023**
(0.005) (0.005) (0.006)

Log population 0.048** 0.036** 0.017 0.047** −0.035** 0.016
(0.011) (0.012) (0.010) (0.011) (0.021) (0.010)

Log median family income −0.133** −0.142** 0.050** −0.131** −0.139** −0.049**
(0.013) (0.014) (0.013) (0.013) (0.014) (0.013)

% population with h.s education 0.071* 0.070* 0.011 0.072* 0.071* 0.013
(0.028) (0.029) (0.024) (0.028) (0.029) (0.024)

% population African American −0.795** −0.834** −0.532** −0.783** −0.822** −0.521**
(0.056) (0.059) (0.044) (0.055) (0.059) (0.044)

Constant 1.47** 1.70** 0.775** 1.45** 1.68** 0.819**
(0.152) (0.171) (0.124) (0.152) (0.170) (0.127)

R 2 0.91 0.91 0.94 0.91 0.91 0.94
N 3572 3153 3572 3572 3153 3572

Note: *p < .05, **p < .01. Huber-White standard errors in parentheses. Year dummies and state-year dummies are not reported.
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incorporating confidence intervals may also play a role: it
is simply difficult to present such tables, in particular when
multiple specifications or subsamples are compared (as
occurred in about 88 percent of the regression tables in our
sample). Consider table 4 of Ansolabehere and Konisky,
which we replicate in table 5 (we present the graphical ver-
sion of the table later in this section).36 The authors esti-
mate the effect of voter registration laws on county-level
turnout in New York and Ohio, and do robustness checks
by presenting six different models, as seen in columns one
through six in the table.Note that there are about threedozen
coefficients and standard errors pairs to compare.

Would the use of confidence intervals improve interpre-
tation? In table 6, we present the same table, but instead of
standard errors and asterisks we use confidence intervals.
Although inferences are more direct when estimates are pre-
sented in this form, it gets confusing quickly when com-
paring across models. Even a simple question, such as
which confidence intervals overlap, demands careful atten-
tion to signs, and comparisons must be done one by one.

These difficulties point to a main advantage of the stan-
dard regression table: it is less confusing than the alterna-
tive. There are others: it is clear from the table which
independent variables are present or missing in each model.
In addition, information such as model fit statistics and
the number of observations can easily be added to the
table. In summary, regression tables are able to display a
large wealth of information about the models in a very

compact and mostly readable format. They also clearly
communicate the results of null hypothesis significance
testing. It is no surprise that they are so popular.

Could graphs do a better job? As we illustrate below,
graphs can easily display point estimates and confidence
intervals, including those from multiple models. In doing
so, they can clearly convey the results of null significance
hypothesis testing. And once we move beyond the sole
consideration of whether a coefficient is significantly dif-
ferent from zero, we believe the benefits of graphs become
even more apparent, allowing for the proper highlighting
of effect size and comparison of coefficients both within
and across models.

In summary, as we move to graphing regression results,
and given the aforementioned strengths and weaknesses
of tables, we look for a good regression graph to satisfy the
following criteria:

1. It should make it easy to evaluate the statistical sig-
nificance of coefficients;

2. It should also be able to display several regression
models in a parallel fashion (as tables currently do);

3. Relatedly, when models differ by which variables are
included, it should be clear to the reader which vari-
ables are included in which models;

4. It should be able to incorporate model information;
5. Finally, the plot should focus on confidence inter-

vals and not (only) on p-values.

Table 6
Presenting regression results with confidence intervals

Dependent Variable = County-Level Turnout

Full
Sample

(1)

Excluding
counties
w/ partial

registration
(2)

Full
sample

w/ state-year
dummies

(3)
Full

Sample (4)

Excluding
Counties
w/ partial

registration
(5)

Full
sample

w/ state-year
Dummies

(6)

% of county registration −0.039
[−0.045,−0.033]

−0.036
[−0.042,−0.03]

−0.051
[−0.057,−0.045]

−0.037
[−0.043,−0.031]

−0.034
[−0.04,−0.028]

−0.050
[−0.056,−0.044]

Law change −0.020
[−0.03,−0.01]

−0.018
[−0.028,−0.008]

−0.023
[−0.035,−0.011]

Log population 0.048
[0.026,0.07]

0.036
[0.012,0.06]

0.017
[−0.003,0.037]

0.047
[0.025,0.069]

−0.035
[−0.077,0.007]

0.016
[−0.004,0.036]

Log median family income −0.133
[−0.159,−0.107]

−0.142
[−0.17,−0.114]

0.050
[0.024,0.076]

−0.131
[−0.157,−0.105]

0.139
[−0.167,−0.111]

−0.049
[−0.075,−0.023]

% population with h.s education 0.071
[0.015,0.127]

0.070
[0.012,0.128]

0.011
[−0.037,0.059]

0.072
[0.016,0.128]

0.071
[0.013,0.129]

0.013
[−0.035,0.061]

% population African American −0.795
[−0.907,0.683]

−0.834
[−0.952,−0.716]

−0.532
[−0.62,−0.444]

−0.783
[−0.893,−0.673]

−0.822
[−0.94,−0.704]

−0.521
[−0.609,−0.433]

Constant 1.470
[1.166, 1.774]

1.700
[1.358,2.042]

0.775
[0.527,1.023]

1.450
[1.146,1.754]

1.680
[1.34,2.02]

0.819
[0.565,1.073]

R2 0.91 0.91 0.94 0.91 0.91 0.94
N 3572 3153 3572 3572 3153 3572

Note: We reproduce table 4 from Ansolabehere and Konisky (2006) but with 95% confidence intervals instead of standard errors
displayed under each parameter estimate.
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Plotting a Single Regression
We start by plotting a simple regression table. Table 2 from
Stevens et al. (reproduced in our table 7) displays results
from a single least squares regression.37 Using a survey of
elites from six Latin American countries, the authors study
the effects of economic perceptions, ideology and demo-
graphic variables and a set of country dummies on the sur-
vey respondent’s “individual authoritarianism,” measured
on a seven-point scale. The table condenses a large wealth
of information: regression fit summaries, the number of

cases, point estimates, standard errors, significance tests for
multiple comparisons among the country dummies, and
asterisks denoting .01, .05 and .10 two-tailed p-values.

In figure 6 we condense the same information into a
simple dot plot, much like those used in the previous
section. We take advantage of the similar scaling across
the estimates and display the results in a single plot. The
dots represent the point estimates, while the horizontal
lines depict 95 percent confidence intervals.38 We place
a vertical line at zero for convenience, and make the length
of the x-axis symmetric around this reference line for easy
comparison of the magnitude of positive and negative coef-
ficients. Each independent variable is displayed on the
y-axis. Finally, we omit the estimate and standard error of
the constant, since it is not substantively meaningful in
this instance (the constant is the predicted value for some-
one, who, among other unlikely if not impossible charac-
teristics, is age zero.) Finally, we use the empty space in
the plot region to display R2, adjusted R2 and the number
of observations; this information, however, could just as

Table 7
Stevens et al. 2006, table 2: Determinants
of authoritarian aggression

Variable
Coefficient

(Standard Error)

Constant .41 (.93)
Countries

Argentina 1.31 (.33)**B,M

Chile .93 (.32)**B,M

Colombia 1.46 (.32)**B,M

Mexico .07 (.32)A,CH,CO,V

Venezuela .96 (.37)**B,M

Threat
Retrospective egocentric

economic perceptions
.20 (.13)

Prospective egocentric
economic perceptions

.22 (.12)#

Retrospective sociotropic
economic perceptions

−.21 (.12)#

Prospective sociotropic
economic perceptions

−.32 (.12)*

Ideological distance from
president

−.27 (.07)**

Ideology
Ideology .23 (.07)**

Individual Differences
Age .00 (.01)
Female −.03 (.21)
Education .13 (.14)
Academic Sector .15 (.29)
Business Sector .31 (.25)
Government Sector −.10 (.27)

R 2 .15
Adjusted R 2 .12
N 500

**p < .01, *p < .05, #p < .10 (twotailed)
ACoefficient is significantly different from Argentina’s at
p < .05;

BCoefficient is significantly different from Brazil’s at p < .05;
CHCoefficient is significantly different from Chile’s at p < .05;
COCoefficient is significantly different from Colombia’s at

p < .05;
MCoefficient is significantly different from Mexico’s at p < .05;
VCoefficient is significantly different from Venezuela’s at
p < .05.

Figure 6
Presenting a single regression model using
a dot plot with error bars.

Table 2 from Stevens et al. 2006 displays a single least squares
regression model that examines the relationship between indi-
vidual authoritarianism and economic perceptions, ideology and
demographic variables in six Latin American countries. We turn
the table into a single regression graph, taking advantage of the sim-
ilar scaling across the estimates. The dots represent the point esti-
mates, while the horizontal lines depict 95% confidence intervals.
The range of parameter estimates is displayed on the x-axis, while
the variable labels are displayed on the y-axis. We place a ver-
tical line at zero for convenience, and make the length of the x-axis
symmetric around this reference line for easy comparison of
the magnitude of positive and negative coefficients.
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well be displayed in the caption, if more desirable or if
there is not enough room in the plot region.

This figure shows several advantages of using graphs.
First, information regarding statistical significance is dis-
played without any asterisks, bars or superscripted letters.
Instead, the length of the error bars visually signal which
variables are significant: those that do not cross the refer-
ence line, which is zero in this case. Thus, a vertical scan
of the graph allows the reader to assess quickly which
variables are significantly different from the null hypothesis.

In addition, the visual display of the regression results
also focuses the attention of the reader away from statis-
tical significance towards the more relevant and perhaps
more interesting information revealed by a regression analy-
sis: the estimated effect size and the degree of uncertainty
surrounding it. The vertical placement of coefficients makes
it easy to compare their relative magnitudes, while the size
of the error bars provide information on how precisely
each parameter is estimated.

The use of confidence intervals also provides much more
information, displayed intuitively, than a regression table.
For instance, when confidence intervals do not overlap, we
can conclude that two estimates are statistically signifi-
cantly different from each other.Thus, if one goal of a regres-
sion analysis is to compare two or more parameter estimates,
then this simple type of graph is sufficient. However, even if
the confidence intervals of two coefficients overlap, it is pos-
sible that they are still significantly different.39 One possi-
bility would be to move beyond this basic graph and plot all
contrasts of interest (the estimates of the differences in the
countrycoefficients andtheir corresponding standarderrors,
for example: bArgentina�bChile;bArgentina�bColombia, etc.).40

Plotting Multiple Models in a Single Plot
As noted earlier, in our survey of political science tables we
found that more often than not researchers present mul-
tiple models. Graphing multiple models presents new chal-
lenges, as we must be sure that a reader can distinguish the
parameter estimates and confidence intervals from each
model and that the differences between models in terms
of which variables are included are visually apparent.

We begin with the case of two regression models. Table 1
of Pekkanen et al. (replicated in our table 8) displays two
logistic regression models that examine the allocation of
posts in the LDP party in Japan.41 In the first model, PR
Only and Costa Rican in PR are included and Vote share
margin is excluded, while in the second model the reverse
is true. We present the two models by plotting parallel
lines for each of them grouped by coefficients, as can be
seen in figure 7. We differentiate the models by plotting
different symbols for the point estimates: filled (black)
circles for the first model and empty (white) circles for the
second. The similar scaling of the coefficients again allows
us to graph all the estimates in a single plot. Because most

of the coefficients fall below zero, to save space we do not
make the x-axis symmetric around zero. And because the
plot region features little empty space, in this case we
would present model information in the caption. Unlike
in the previous example, we include the constant in the
graph, since it is substantively meaningful in these models
(the inverse logit of the constant in each model gives the
predicted probability that a third-term Member of Parlia-
ment who is coded as 0 on all the other predictors in the
model—theoretically possible given that they are all cat-
egorical variables—holds a senior political position.

By plotting the two models, we can now easily compare
both the coefficients within each model and across the
two models. The fact that only single estimates are plotted
for PR Only, Costa Rican in PR and Vote share margin
signals that these predictors appear in only one model.
Rather than having to compare individual parameter esti-
mates (and the presence or absence of asterisks) across
models in a regression table, a vertical scan of the graph
shows that the estimates are mostly robust across models,
as the parameter estimates and their respective confidence
intervals vary little. Finally, plotting the coefficients for
the term indicators shows that LDP members in their first
term are much less likely to receive leadership posts, all
things equal, than members in their third terms, an intu-
itive result that does not necessarily stand out in the
crowded regression table.

Using Multiple Plots to Present Multiple Models
As the number of models increase, we suggest a different
strategy. Instead of presenting all the models and predic-
tors in a single plot, we use “small multiple” plots to present
results separately for each predictor. The main objective
when presenting results from multiple models is to explore
how inferences change as we change the model specifica-
tion or use different subsamples, or both. Using multiple
dot plots with error bars allows the researcher to commu-
nicate the information in a multiple regression table with
much greater clarity and also make it much easier to com-
pare parameter estimates across models. This strategy also
overcomes any problems that might arise from having pre-
dictors with greatly varying scales, since the coefficients
from each independent variable are presented in a sepa-
rate plot.

As an example, we return to table 4 of Ansolabehere
and Konisky (see table 5 above), turning it into the graph
presented in figure 8.42 Rather than placing all the predic-
tors in a single plot, which would make it difficult to
compare individual estimates, we created a separate panel
for each of the six predictors, with the panels presented in
a single column. We also shift strategy and display the
parameter estimates on the y-axes, along with 95 percent
confidence intervals. This maximizes efficiency since we
can stack more plots into a single column than into a
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single row, given the portrait orientation of journals. The
x-axis depicts which model is being displayed. To facilitate
comparison across predictors, we center the y-axis at zero,
which is the null hypothesis for each of the predictors.

The regression table presents six models, which vary
with respect to sample (full sample vs. excluding partisans
registration counties) and predictors (with/without state
year dummies and with/without law change). On the x-axis
we group each type of model: “full sample,” “excluding
counties with partial registration” and “full sample with
state year dummies.” Within each of these types, two dif-
ferent regressions are presented: including the dummy vari-
able law change and not including it. Thus, for each type,
we plot two point estimates and intervals—we differenti-
ate the two models by using solid circles for the models in
which law change is included and empty circles for the
models in which it is not. We again choose not to graph

the estimates for the constants because they are not sub-
stantively meaningful.

This graphing strategy allows us to easily compare point
estimates and confidence intervals across models. Although
in all the specified models the percent of county with regis-
tration predictor is statistically significant at the 95 per-
cent level, it is clear from the graph that estimates from
the full sample with state/year dummies models are sig-
nificantly different from the other four models. In addi-
tion, by putting zero at the center of the graph, it becomes
obvious which estimates have opposite signs depend-
ing on the specification (log population and log median
family income). By contrast, it is much more difficult to
spot these changes in signs in the original table. Thus, by
using a graph it is easy to visually assess the robustness of
each predictor—both in terms of its magnitude and con-
fidence interval—simply by scanning across each panel.
In summary, the graph appropriately highlights the insta-
bility in the estimates depending on the choice of model.

Table 8
Pekkanen, Nyblade and Krauss (2006),
table 1: Logit analysis of electoral
incentives and LDP post allocation
(1996–2003)

Variable Model 1 Model 2

Block 1: MP Type
Zombie 0.18 (.22) 0.27 (0.22)
SMD Only −0.19 (0.22) −0.19 (0.24)
PR Only −0.39 (0.18)** —
Costa Rican in PR −0.09 (0.29) —

Block 2: Electoral Strength
Vote share margin — 0.005 (0.004)
Margin Squared — —

Block 3: Misc Controls
Urban-Rural Index 0.04 (0.08) 0.04 (0.09)
No Factional

Membership
−0.86 (0.26)*** −0.98 (0.31)***

Legal Professional 0.39 (0.29) −.36 (0.30)
Seniority

1st Term −3.76 (0.36)*** −3.66 (0.37)***
2nd Term −1.61 (0.19)*** −1.59 (0.21)***
4th Term −0.34 (0.19)** −0.45 (0.21)***
5th Term −1.17 (0.22)*** −1.24 (0.24)***
6th Term −1.15 (0.22)*** −1.04 (0.24)***
7th Term −1.52 (0.25)*** −1.83 (0.29)***
8th Term −1.66 (0.28)*** −1.82 (0.32)***
9th Term −1.34 (0.32)*** −1.21 (0.33)***
10th Term −2.89 (0.48)*** −2.77 (0.49)***
11th Term −1.88 (0.43)*** −1.34 (0.46)***
12th Term −1.08 (0.41)*** −0.94 (0.49)**

Constant .020 (.20) 0.13 (0.26)
Log-likelihood −917.24 −764.77
N 1895 1574

Notes: Dependent Variables: 1 if MP holds a post of minister,
vice minister, PARC, or HoR Committee Chair.

Base categories: SMD dual-listed, 3rd term. Excluded obser-
vations: senior MPs that held no post (> 12 terms, PR-Only
MPs in Model 2).

*p < .10, **p < .05, ***p < .001.

Figure 7
Using parallel dot plots with error bars to
present two regression models.

Table 1 from Pekkanen et al. 2006 displays two logistic regres-
sion models that examine the allocation of posts in the LDP party
in Japan. We turn the table into a graph, and present the two mod-
els by plotting parallel lines for each of them grouped by coef-
ficients. We differentiate the models by plotting different symbols
for the point estimates: filled (black) circles for Model 1 and
empty (white) circles for Model 2.
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Conclusion
As a largely empirical discipline, the quality of political
science depends on how well its practitioners can commu-
nicate their findings to audiences professional and public.
We believe that a turn towards greater use of graphical
methods, particularly for regression results, can only
increase our ability to communicate successfully.

A potential objection to our approach is that the ben-
efits of graphs in terms of aiding comparisons are out-
weighed by the corresponding loss of precision in
presenting data or results. This objection certainly holds
with respect to aiding replication studies, as it is difficult
to measure replication against a graph.43 Greater use of
graphs will increase the burden on researchers to aid rep-
lication studies in other ways, by publishing correspond-
ing tables or replication materials on public archives or
web sites, or both. Yet with respect to the broader goal of
presentation, the choice of precision versus communica-
tion is in fact false: given the nature of the phenomena
studied by political scientists, measurement error and other
sources of uncertainty renders an illusion the precision
implied by tables. Indeed, the inherent ability of graphs
to present uncertainty efficiently is one of their major
strengths.

The range of graphs we have presented in this paper is
not exhaustive. With respect to descriptive statistics, for
instance, we have not discussed scatterplots, which can
prove useful in a variety of situations.44 And with respect
to regression results, graphs provide a powerful way to
depict regression coefficients over time.45 In many instances
it should be possible to take our graphical examples here
and apply them as needed to other types of graphs. But as
our graphs demonstrate, different empirical quantities
require different strategies for presentation, which in turn
will require researchers to be creative. Examples of such
scenarios might include graphing one-tailed confidence
intervals or plotting single regression models where the
independent variables have varying scales.

As our graphical examples and these possibilities indi-
cate, the methods we propose are “more onerous than the
methods currently used in political science,” to echo the
words of King et al. in their call for researchers to present
quantities of interest.46 Nevertheless, we believe the extra
effort undertaken will lead to clearer and more accessi-
ble papers, lectures, and presentations in political science,
and that the discipline has much to gain by moving from
tables to graphs.

Notes
We have created a web site, http://tables2graphs.com,
that contains complete replication code for all the
graphs that appear in this article, as well as additional
graphs that we did not present due to space limitations.

1 King et al. 2000.

Figure 8
Using “small multiple” plots to present
regression results from several models.

Table 4 from Ansolabehere and Konisky 2006 presents regres-
sion results from six separate models. We turn the table into a
graph that displays a single plot for each predictor, varying
across models. The models vary with respect to sample (full sam-
ple vs. excluding partisans registration counties) and predictors
(with/without state year dummies and with/without law change). On
the x-axis we group each type of model: “full sample,” “exclud-
ing counties with partial registration” and “full sample with state
year dummies.” Within each of these types, two different regres-
sions are presented: including the dummy variable law change and
not including it. For each type, we plot two point estimates and inter-
vals, using solid circles for the models in which law change is
included and empty circles for the models in which it is not.
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2 We should note that King et al. (2000) did implic-
itly urge researchers to use graphs by presenting
their results mainly in graphical displays; their main
focus, however, was on call on researchers to use
quantities of interest rather than on how to commu-
nicate these quantities.

3 See e.g. Bowers and Drake 2005, Epstein et al.
2006, Epstein et al. 2007 and Gelman et al. 2002.

4 This neglect may be due in part to the fact that this
work is likely to reach only a small subset of the
discipline or is narrow in focus. Epstein et al. 2006,
and Epstein et al. 2007, which are aimed at legal
researchers, appear in the Vanderbilt Law Review and
are likely to be seen only by political scientists who
study law and courts. Bowers and Drake 2005 does
appear in a political science journal (Political Analy-
sis) but its focus is on using exploratory graphical
displays to improve inferences drawn from multi-
level models and not the general use of graphs in-
stead of tables. Finally, the main inspiration for our
paper—Gelman et al. 2002—was written by and for
statisticians, and hence is unlikely to have been seen
by many political scientists.

5 We examined only one issue of the AJPS because of
the large number of papers in that issue relative to
the other two journals.

6 Gelman et al. 2002.
7 One point of comparison for this measure can be

found in Gelman et al. 2002; the issue of the Jour-
nal of the American Statistical Association (March 2000)
that they analyzed contained 72 graphs and 60 tables.

8 For clarity, we distinguish these results from “quanti-
ties of interest” such as changes in predicted proba-
bilities while still recognizing that the latter result
from regression analyses.

9 See e.g. du Toit et al. 1986, Cleveland 1993, and
Jacoby 1997.

10 STATA, for example, has user-written commands
available (e.g., ESTOUT, by Jann 2005) that convert
regression output to a table in LATEX or text
format.

11 We prepared the graphs in this paper using the R (R
Development Core Team 2006) statistical environ-
ment. While we used the base graphics package for
the majority of graphs, in figure 5 we used Sarkar
2006’s implementation of Trellis (Cleveland 1993,
Cleveland et al. 1996) graphics in R and in Figure 8
we used the grid package. For an excellent introduc-
tion to R graphics that includes discussion of base,
grid and lattice graphics, see Murrell 2006.

12 Which is not to say that the quality of tables in
political science and elsewhere could not be im-
proved. For advice in constructing good tables, see
chapter 10 in Wainer 2000.

13 Gelman et al. 2002.

14 See e.g., Cleveland 1993, Jacoby 1997, ch. 1, and
the studies cited in Gelman et al. 2002, 121–2.

15 Iversen and Soskice 2006.
16 Hartigan and Kleiner 1981, 1984, Friendly, 1994,

1999.
17 Friendly 1994.
18 McClurg 2006.
19 Cleveland 1993, Jacoby 2006.
20 Numerical ordering is especially important when

presenting the values of an individual variable, since
it in effect presents its empirical distribution. See
Wainer (2001), Wainer (2005, ch. 11–12) and
Friendly and Kwan (2003) for discussions on graph-
ical ordering.

21 Cleveland and McGill 1985, 832.
22 Kaplan, Park, and Ridout 2006.
23 On kernel density plots see Chambers et al. 1983;

on boxplots see Tukey 1977.
24 Hintze and Nelson 1998.
25 Letting t �1.5 (75th percentile–25th percentile), the

lower adjacent value equals the smallest observation
greater than or equal to the 25th percentile—t; the upper
adjacent value equals the largest observation less
than or equal to the 75th percentile � t. The presence
of many values below and above the lower and upper
values can be caused by either outliers or skewness
(Cleveland and McGill 1985, 832).

26 Schwindt-Bayer 2006.
27 For each chamber and time period, “other bills”

constitute a majority of all bills. Another option
would be to exclude these bills and use the sum of
the other seven issue areas as the denominator.

28 Cleveland 1985, 4–5.
29 Cleveland 1993. For excellent examples of dot plots,

sorting, and general guidance on how to use R and
lattice graphics to create dot plots, see Jacoby 2006.

30 Tufte 1983.
31 See the paper’s web site for examples of these types

of graphs.
32 Johnson 1999 for wildlife management; Schmidt

1996 for psychology; Sterne et al. 2001 for medi-
cine; Gelman and Stern 2006 for statistics; Arm-
strong 2007 for forecasting; Gill 1999 for political
science.

33 Greene 1997, 158.
34 Gill 1999, 663.
35 Indeed, Political Analysis advises authors that when

constructing tables, “[i]n most cases, the uncertainty
of numerical estimates is better conveyed by confi-
dence intervals or standard errors (or complete
likelihood functions or posterior distributions),
rather than by hypothesis tests and p-values” (Politi-
cal Analysis: Information for Authors, 2007).

36 Ansolabehere and Konisky 2006.
37 Stevens et al. 2006.
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38 We could, of course, indicate any number of confi-
dence intervals (using vertical tick marks or thin and
thick lines, for example) if desired, including inter-
vals analogous to commonly reported 90 percent
significance levels (i.e. when p � .1). See Cleveland
and McGill 1985, figure 5, for an example using
tick marks to report 50 percent intervals and the
paper’s website for a version of figure 6 that plots 90
percent and 95 percent confidence intervals.

39 Austin and Hux 2002; Schenker and Gentleman
2001.

40 Multiple comparisons raise various methodological
issues. See Hsu and Peruggia 1994 for a discussion
of Tukey’s multiple comparisons method and a novel
graphical display.

41 Pekkanen et al. 2006.
42 Ansolabehere and Konisky 2006. This plot was

inspired by the plot.bugs function available in Sturtz
et al. 2005, where it serves a different purpose (con-
vergence diagnostics).

43 King 1995.
44 Cleveland and McGill 1984.
45 See e.g., Gelman et al. 2007.
46 King et al. 2000, 360.
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